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Atoms constitute relatively simple many-body systems, making them suitable objects for

developing an understanding of basic aspects of many-body physics. Photoabsorption spectroscopy

is a prominent method to study the electronic structure of atoms and the inherent many-body

interactions. In this article, the impact of many-body effects on well-known spectroscopic features,

such as Rydberg series, Fano resonances, Cooper minima, and giant resonances, is studied and

related many-body phenomena in other fields are outlined. To calculate photoabsorption cross

sections, the time-dependent configuration interaction singles (TDCIS) model is employed. The

conceptual clearness of TDCIS in combination with the compactness of atomic systems allows for

a pedagogical introduction to many-body phenomena. VC 2014 American Association of Physics Teachers.

[http://dx.doi.org/10.1119/1.4827015]

I. INTRODUCTION

Atomic systems have been studied for more than a cen-
tury, inspiring developments from early quantum mechanics1

to modern attosecond physics.2 They continue to be at the
focus of current research,3 especially as they constitute com-
paratively simple many-body systems.4,5 Developing an
understanding of these systems helps to further comprehend
many-body effects in more complex environments such as
ultracold gases6 or condensed matter phases.7

The purpose of this article is to highlight atomic physics
as a teaching tool for the introduction of many-body physics.
In our experience, many-body physics is discussed rather
late in physics curricula. To facilitate an earlier introduction,
we advocate using atomic physics to present to students
some of the most basic many-body phenomena in an elemen-
tary way. Such an introduction can already be taught in
undergraduate courses, serving later on as a valuable founda-
tion for more advanced courses.

In order to present elementary many-body physics in a
way suitable for both experimental and theoretical courses,
we have chosen prominent phenomena from atomic spectros-
copy (e.g., Rydberg series, Fano profiles, Cooper minima,
and giant resonances) as examples for illustrating the influ-
ence of many-body effects. We employ the photoabsorption
cross section as a characteristic quantity because it is experi-
mentally accessible through the widely used technique of
photoabsorption spectroscopy8,9 and has been thoroughly
studied especially for noble gases.10

To give a theoretical background and enable a systematic
analysis, we provide an intuitive theoretical model to teach
the light-matter interaction and many-body effects in noble
gas atoms. This model is essentially a time-dependent formu-
lation of the widely used configuration-interaction-singles
(CIS) approach.11,12 We describe the state of the atomic sys-
tem in terms of its Hartree-Fock ground state and particle-
hole excitations thereof, maintaining at the same time the
full, nonrelativistic Hamiltonian in order to capture elec-
tronic correlation dynamics. With this approach we aim to
preserve the explanatory simplicity of the successful inde-
pendent electron picture (see, e.g., Ref. 13) and offer insight
into electronic many-body effects at the same time. The
implementation of the time-dependent configuration interac-
tion singles (TDCIS) method is given in detail in Refs. 14

and 15. This method has been used to investigate the optical
strong-field processes,16 having found successful application
to high-harmonic generation,17 strong-field ionization,18 and
intense ultrafast x-ray physics.19 In this article, we demon-
strate that the TDCIS method also captures essential parts of
experimentally observed photoabsorption spectra.10

Although we are not presenting novel physics with these
results, we believe they are suitable for the classroom
because they combine interesting many-body effects with an
intuitive explanatory model.

While its performance and its comparably simple ansatz
recommend TDCIS as a teaching model, note that the inher-
ent picture of particle-hole excitations finds more general
applications in a variety of many-body systems beyond
atoms. For example, in nuclear physics20 as well as in solid-
state physics,21 the Tamm-Dancoff approximation (which is
comparable to CIS) can be used to describe collective excita-
tion phenomena.

As outlined, the theoretical framework of TDCIS helps to
provide an understanding of many-body phenomena in
atomic systems. However, depending on the students’ level,
it may be challenging to work through the full theoretical
background of this article. We hope that lecturers in under-
graduate courses can use this paper as a resource for a phe-
nomenologically oriented introduction to many-body
physics. We especially encourage alluding to the concept of
particle-hole excitations, as this concept appears in almost
all areas of many-body physics. In graduate courses, a more
theoretical approach can be taken, where the focus lies more
on the conceptual aspects of many-body theories and the
spectroscopic phenomena serve as supporting examples.
Suggestions for illustrative additional topics—both theoreti-
cal and experimental—are provided below and connected to
the aforementioned phenomena.

II. THEORETICAL BACKGROUND

In order to investigate the many-body phenomena that are
imprinted in the atomic photoabsorption cross section, it is
essential to have an understanding of both the atomic system
and its interaction with an electromagnetic field. We therefore
proceed by presenting the Hamiltonian Ĥ of the system in
Sec. II A, before we discuss the atomic state in terms of its
wave function jWðtÞi in Sec. II B. The actual photoabsorption
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process is then described in Sec. II C by solving the time-
dependent Schr€odinger equation (TDSE).

A. Hamiltonian

To describe an atomic system and its photoabsorption
behavior we employ the exact nonrelativistic Hamiltonian,
incorporating the interaction of the atom with a classical
electromagnetic field according to the principle of minimal
coupling.22,23 With both the Coulomb gauge and the dipole
approximation24 imposed on the electromagnetic field, the
Hamiltonian reads

Ĥ ¼
X

n

~p 2
n

2
� Z

j~rnj

" #
þ 1

2

X
n 6¼m

1

j~rn �~rmj
þ
X

n

AðtÞðp̂zÞn;

(1)

where Z is the atomic number, ~pn and ~rn are the momentum
and position operators for the nth electron, respectively, and
the ^ symbol denotes an operator (omitted from vectors to
avoid notational clutter). Here, we assume the vector poten-
tial ~AðtÞ to be linearly polarized along the z-axis in order to
simplify further calculations. Note that we employ atomic
units throughout this article to keep expressions conveniently
concise (i.e., me ¼ jej ¼ �h ¼ 1=ð4pe0Þ ¼ 1, where me is the
electron mass, e its charge, �h the reduced Planck constant,
and e0 the permittivity of free space).

In Eq. (1), the summation indices n and m run over the
number of electrons in the system, ranging from 1 to N. The
first sum comprises the total electron kinetic energy and the
attractive central potential of the nucleus (charge Z) in which
the N electrons move. Note that we assume this nucleus to be
infinitely heavy. The second summation incorporates the re-
pulsive Coulomb interaction among the electrons, which dif-
fers decidedly from the aforementioned single-body
contributions. It is this two-body Coulomb term that gives
rise to many-body phenomena and poses the decisive chal-
lenge in many-body-calculations. Due to its inherent com-
plexity, the Coulomb interaction is often just approximated
by an effective single-body potential.11 The third term in Eq.
(1) is again composed of single-body operators and describes
the coupling of each electron to the electromagnetic field.

In a first approach, it proves advantageous to approximate
Eq. (1) as follows. In the absence of an electromagnetic field

½~AðtÞ ¼ 0�, the atomic system can be described by an approx-

imate mean-field Hamiltonian Ĥ0 given by

Ĥ0 ¼
XN

n¼1

~p 2
n

2
� Z

j~rnj
þ V̂

MF

n

" #
: (2)

Such an approximation implies that the interaction among
the electrons is reduced to a state in which each electron

“senses” only a mean potential V̂
MF

n produced by the other
N – 1 electrons. The key point is that Eq. (2) contains only
single-body operators. In order to recover the full many-
body Hamiltonian [Eq. (1)] from Eq. (2) we have to add to

Ĥ0 both the interaction with the electromagnetic field and a

correction potential V̂
ee

that contains the difference between
the full Coulomb interaction and the mean-field potential. In
doing so, we obtain

Ĥ ¼ Ĥ0 þ V̂
ee þ AðtÞP̂ � EMF

0 : (3)

Here, we have used the symbol P̂ ¼
PN

n¼1 ðp̂zÞn and
applied a global energy shift by the mean-field ground-state
energy EMF

0 , which serves purely cosmetic purposes.
Partitioning the Hamiltonian in the outlined fashion simpli-
fies the later solution of the TDSE and allows for a particu-
larly straightforward control of many-body correlations by
manipulation of V̂

ee
.

B. TDCIS wave function

In constructing a wave-function ansatz for the description
of the atomic state, we proceed in two steps. In the first step,
we construct the ground state of the system based on a
mean-field theory, and in the second step we add excited
configurations.

The field-free ground state of a closed-shell system, such
as a noble gas atom, can be well approximated by a Hartree-
Fock (HF) calculation.11 This approach assumes that each
electron occupies a single-particle spin orbital jupi, sensing
only the mean field of the other N – 1 electrons. If Ĥ0 is cho-
sen to be the Fock operator11 these orbitals jupi are
generated in a self-consistent manner alongside the HF

potential V̂
MF

n by solving the eigenvalue equation

Ĥ0jupi ¼ epjupi: (4)

Associated with each orbital jupi is the orbital energy ep.
For further details on the HF procedure, see Refs. 11 and 25.
Taking the antisymmetrized product (Slater determinant) of
the N energetically lowest spin orbitals yields the HF ground
state jU0i:

jU0i ¼ detðju1i;…; juNiÞ: (5)

This state will serve as a reference state to build a many-
body theory that reaches beyond the mean-field picture.
Various other many-body approaches, referred to as post-HF
methods,11,26 share this starting point. To account for elec-
tronic excitations we add to our wave function singly excited
configurations jUa

i i, in which an electron from the ith orbital
juii (occupied in jU0i) is promoted into the ath orbital juai
(unoccupied in jU0i):

jUa
i i ¼ detðju1i;…; jui�1i; juai; juiþ1i;…; juNiÞ: (6)

The excited atomic system may be pictured to exhibit a
positively charged “hole” (the vacant orbital juii), which
characterizes the state of the N – 1 electrons that remain
unexcited. The excited (possibly ionized) atomic state arising
from a photoabsorption process is often characterized in
terms of the hole’s quantum numbers, which define the exci-
tation (or ionization) channel (see, e.g., Ref. 27).

Describing a system’s wave function using the ground
state and single excitations is known as configuration inter-
action singles (CIS). One can include further excitation
classes beyond singles, e.g., double excitations jUa1;a2

i1;i2
i.

Considering all excitation classes up to N—yielding
jUa1;a2;:::;aN

i1;i2;:::;iN
i—is referred to as full configuration interaction

(FCI).11

We will limit our wave function to the CIS ansatz, which
preserves the intuitive picture that the hole index i refers to
the ionic eigenstate. (This is not valid for higher-order CI
methods.28) Using time-dependent expansion coefficients
a0ðtÞ and aa

i ðtÞ, our wave-function ansatz reads
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jWðtÞi ¼ a0ðtÞjU0i þ
X

a;i

aa
i ðtÞjUa

i i: (7)

Though only single excitations are accessible, their coher-
ent superpositions can capture a decisive share of the elec-
tronic many-body correlations and collective excitations.
This quality is reflected by the good agreement between the-
oretical and experimental results (discussed in Sec. III). The
influence of many-body effects beyond our wave-function
ansatz can also be probed within the presented theoretical
framework, as we outline in Appendix A.

C. The photoabsorption process

In order to investigate the process of photoabsorption, we
study the temporal evolution of the wave function jWðtÞi. To
do so, we must solve the time-dependent Schr€odinger equa-
tion (TDSE)

i
@

@t
jWðtÞi ¼ Ĥ jWðtÞi: (8)

We obtain the explicit expression of the TDSE by inserting
both our wave-function ansatz [Eq. (7)] and the Hamiltonian
presented in Eq. (3), giving

i _a0ðtÞjU0i þ i
X

a;i

_aa
i ðtÞjUa

i i ¼ ½Ĥ0 þ V̂
ee � AðtÞP̂ � EMF

0 �

�
�
a0ðtÞjU0iþ

X
a;i

aa
i ðtÞjUa

i i
�
:

(9)

Next, we project Eq. (9) on the basis states hU0j and hUa
i j

(for details see Ref. 14) to obtain a set of equations of motion
for the expansion coefficients:

i _a0ðtÞ ¼ AðtÞ
X
i;a

hU0jP̂jUa
i iaa

i ðtÞ; (10a)

i _aa
i ðtÞ ¼ ðea � eiÞ aa

i ðtÞ þ
X

b;j

hUa
i jV̂

eejUb
j iab

j ðtÞ

þAðtÞ
h
hUa

i jP̂jU0ia0ðtÞ þ
X
b;j

hUa
i jP̂jUb

j iab
j ðtÞ
i
:

(10b)

Here, the dipole matrix elements hU0jP̂jUa
i i describe the ini-

tial photoexcitation of an electron from an occupied into an
unoccupied spin orbital (from juii into juai). The dipole
transitions hUa

i jP̂jUb
j i correspond to the subsequent absorp-

tion of photons. These are, however, irrelevant for the one-
photon processes that are of primary interest in this paper.

While P̂ is only a single-body operator, the residual
electron-electron interaction V̂

ee
couples two particles—the

excited electron and the hole. This so called interchannel
coupling can appear in two distinct ways. The first is referred
to as direct interaction, which is the relocation of the excited
electron from an orbital juai into an orbital jubi while simul-
taneously the hole moves from juii into juji. The second
possibility arises from the antisymmetric nature of the wave
function and is known as exchange interaction,11 where an
excited electron juai recombines with the hole juii and in
exchange another electron is excited from juji into jubi,
thereby creating a new electron-hole pair. These two

processes are analogous to the two channels that contribute
to Bhabha scattering of a positron (hole) and an electron in
particle physics.29

To investigate the impact of these electronic interactions,
we will compare the results of full TDCIS calculations,
which allow for all electronic couplings hUa

i jV̂
eejUb

j i, with
the more restricted intrachannel calculations, for which we
artificially enforce hUa

i jV̂
eejUb

j i ¼ 0 if i 6¼ j. In the latter case
an electron, once it is excited, cannot change the ionic state;
it senses the effective potential of the residual ion but does
not partake in many-body correlations.

Using states that are based on HF orbitals leads to the inter-
esting and useful side effect that V̂

ee
does not couple the

ground state jU0i to singly excited configurations jUa
i i. This

is known as Brillouin’s theorem.11 It allows for a straightfor-
ward study of photoabsorption as the atomic ground state,
which is initially occupied [i.e., a0ðtÞ ¼ 1 for t!�1], can
only be depopulated by dipole transitions in an electromag-
netic field. In the absence of the field the ground-state ampli-
tude a0ðtÞ remains unchanged as Eq. (10a) reduces to
i _a0ðtÞ ¼ 0. This implies that the change of ja0j2 during a light
pulse can directly be related to photoabsorption. For a light
pulse of perturbatively weak intensity, the one-photon photo-
absorption cross section30 r can be calculated directly as

r ¼ 1� ja0j2

Nc
; (11)

where Nc is the number of photons per unit area in the inci-
dent light pulse.31 Note that Eq. (11) yields the cross section
r corresponding to only a single pulse. In order to record a
full photoabsorption spectrum rðxÞ, we have to perform
multiple simulations, employing pulses at different mean
photon energies. The resolution of this method is then set by
the energy spacing between the pulses and their spectral
width. We present an alternative to this numerically expen-
sive approach in Appendix B.

III. SPECTROSCOPIC FEATURES IN TDCIS

A powerful tool to investigate the electronic structure of
atomic systems is the photoabsorption cross section. It enco-
des a wide range of phenomena that find their respective ana-
logues in various other areas, such as solid-state or ultracold
physics. The theoretical cross sections presented in this arti-
cle are calculated with the XCID program package,32 which
implements the TDCIS model.33 A typical cross section over
a large energy range is shown in Fig. 1 for atomic krypton.
At first sight one recognizes distinctive structures preceding
the ionization threshold of each subshell (the threshold loca-
tions are34 14.1 eV, 27.5 eV, and 93.8 eV for 4p, 4s, and 3d,
respectively). These line spectra are referred to as Rydberg
series (Sec. III A). For photon energies above a threshold the
cross section typically declines in a monotonic fashion until
the next subshell becomes energetically accessible.
Embedded in the 4p continuum lies the 4s Rydberg series of
krypton that will, on closer examination, show a modified
line profile, reflecting electronic correlation (Sec. III B).
Following the 3d edge, the cross section rises to form an
extended resonance in the continuum. This prominent
effect of electron-electron interaction is studied further in
Sec. III D in connection with the 4d giant resonance of xe-
non. In Sec. III C, we examine the cross section of argon and
discuss what is known as a Cooper minimum.
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A. Rydberg series

We now turn our attention more closely to the line spectra
preceding ionization edges. They owe their name “Rydberg
series” to Rydberg, who in 1889 presented35 the well-known
parametrization of the line spectrum of hydrogen

En ¼
1

2
� 1

2n2
; (12)

where En is the energy required to excite the electron in the
Coulomb potential of the proton (–1/r) from its ground state
(n¼ 1) into an excited, yet bound, state with principal quan-
tum number n. Every bound-to-bound transition gives rise to
a distinct peak in the photoabsorption spectrum, jointly form-
ing a series of lines with their positions converging up to the
ionization threshold Ip¼ 1/2.

For larger atomic species such line spectra will likewise
emerge if an electron is excited in the nuclear potential
(–Z/rn), but the positions of the lines will be strongly influ-
enced by the Coulomb interaction of the excited electron
with the remaining N – 1 electrons. In the TDCIS model, we
picture the properties of such an excited atom in terms of the
excited electron and its corresponding hole. Therefore, we
can interpret Rydberg states essentially as the bound states
of an electron-hole pair, an approach that is analogous to the
treatment of excitons in solid state physics.36

Illustrating this concept further, we present two photoab-
sorption spectra of helium calculated in the vicinity of the
ionization threshold (see Fig. 2). In the first calculation (dot-
ted-dashed line), we suppress the interaction of excited elec-
tron and hole. To this end, we neglect all hUa

i jV̂
eejUb

j i matrix
elements so that an excited electron “experiences” only the

mean-field potential V̂
MF

n , which is included in Ĥ0. Since

V̂
MF

n represents the neutral atom, it cannot account for the
attractive Coulomb interaction between an excited electron
and the hole. Without this attractive interaction, no bound
electron-hole pair can be formed. This circumstance is
reflected in the photoabsorption cross section, which features
no bound-to-bound transition lines but rises only as unbound
electron-hole configurations become energetically accessi-
ble. (This is the case for the ionization continuum, marked
by the shaded area in Fig. 2.)

In the second case (solid line in Fig. 2), we include the
interaction of electron and hole, which then gives rise to the
1s2 ! 1s np ð1P1Þ Rydberg series in the photoabsorption
spectrum. Note that although Rydberg series consist, in prin-
ciple, of infinitely many resonances, the number of lines in
Fig. 2 is actually finite due to the finite size of the numerical
box.37

Using the positions of the lines xn as a benchmark, we
can investigate the performance of TDCIS. In Table I, we
list the first five transition energies and compare them to ex-
perimental data from Ref. 38. The agreement between theory
and experiment is found to be moderate for the first two
lines, whereas it improves for transitions into higher excited
states. This result instructively reflects the abilities and limi-
tations of the TDCIS model. Describing an excited state of
helium, the model accounts for an excited electron and the
corresponding hole, which is generated in the 1s orbital. The
hole—or respectively the remaining electron—is “frozen” in
its state because any relocation would correspond to a second
excitation, which is not allowed in the CIS ansatz. This rigid
configuration within our model is insufficiently relaxed and
unable to respond to the polarizing influence of the excited
electron. This leads to a discrepancy between calculated and
measured transition energies, which decreases towards
higher excitations as the electron becomes more distant and,
therefore, its polarizing influence grows weaker.

From this example, we can learn that higher-order excita-
tions, going beyond the CIS approach, may be required to

Fig. 1. (Color online) The calculated photoabsorption cross section rðxÞ of

krypton (solid) is plotted as a function of the incident photon energy x,

along with experimental results (dashed) from Ref. 10. Ionization edges of

outer subshells are marked by arrows.

Fig. 2. (Color online) The calculated photoabsorption cross section rðxÞ of

helium is plotted as a function of the incident photon energy x. Disabling

the interaction of the excited electron and the corresponding hole (dotted-

dashed), photoabsorption takes place only in the ionization continuum

(shaded area). In the full model (solid), Rydberg lines pertaining to the

1s2 ! 1s np ð1P1Þ series emerge, the positions of the first five of which are

marked by vertical lines.

Table I. Energies xn of the first five transition lines ðn ¼ 2;…; 6Þ in helium

as calculated with TDCIS are given and compared to experimental data

from Ref. 38.

Theory Experiment

n Line pos. xn (eV) Line pos. xn (eV)

2 21.2967 21.2180

3 23.1057 23.0870

4 23.7480 23.7421

5 24.0471 24.0458

6 24.2111 24.2110
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describe electron correlations, although the CIS wave-
function ansatz [Eq. (7)] captures the fundamental effects
remarkably well. In Appendix A, we outline a systematic
approach to investigate the limitations of our model and thus
gain an estimate of the significance of higher-order
correlations.

1. Applications in other fields of physics

Rydberg spectra, which are likewise affected by strong
many-body correlations, can be found in molecular sys-
tems39,40 and in solid-state physics, pertaining to excitonic
phenomena.36 In the latter case, the picture of bound
particle-hole excitations typically forms the basis of theoreti-
cal descriptions (see, for example, Ref. 41).

For molecular systems, Rydberg spectroscopy has become
a crucial tool to identify molecules and particularly to distin-
guish isomers.39,42 Isomers are compounds that have the
same molecular formula but different structure. Chemically,
isomers can have quite different behaviors and, therefore, it
is important to differentiate them.

In contrast to atoms, molecular Rydberg states have not
only an electronic character but also vibrational and rota-
tional characters, where the latter two are highly sensitive to
positions of the atoms within the molecules. Each isomer
has, therefore, unique Rydberg lines (position and strength)
that make it possible to tell isomers apart.

B. Fano resonances

As pointed out earlier, the ionization threshold of each
atomic subshell is preceded by a series of resonances pertain-
ing to discrete excited states of the atomic system. The very
first of these Rydberg series occurs below the first ionization
threshold of the atom, while all subsequent series will be
found above this ionization energy. The latter are thus em-
bedded in the ionization continuum of more weakly bound
subshells (cf. the 4s series of krypton between 20 eV and
30 eV in Fig. 1). Nevertheless, the electronic excitations
associated with these latter series are bound states of the
atomic system; as they do not exceed the specific ionization
energy that is required for their respective subshell, their
channel is said to be closed. These excitations can, however,
still lead to an ionization of the atom, as long as the energy
can be transferred from the closed channel into an open one
by electron-electron interactions. This effect is known as
autoionization.

An example of autoionizing resonances can be seen in
Fig. 3(a), which displays the Rydberg series of the 2s sub-
shell in neon. The depicted resonance profiles appear notice-
ably different from the Lorentzian shape of common
resonance phenomena, an observation that was first reported
by Beutler43 and subsequently explained by Fano.44,45 These
features can be well reproduced (compare, for example, the
results of Ref. 46) and understood within the framework of
TDCIS in terms of the interference of different ionization
pathways.

In the vicinity of an autoionizing resonance, the energy of a
photon (c) suffices to ionize the atomic system (here neon)
directly by exciting an electron out of its outermost subshell
into the continuum of unbound states, leaving a 2p hole:
1s22s22p6 þ c! 1s22s22p5 þ e�ðeÞ, where e�ðeÞ indicates a
free electron of energy e. For photon energies close to an auto-
ionizing resonance, the hole can likewise be created in the

energetically deeper-lying 2s subshell, producing an excited—
but bound—electron-hole pair that appears as a Rydberg state
of principal quantum number n: 1s22s22p6 þ c! 1s22s1

2p6 np. Mediated by the Coulomb interaction between the elec-
tron and the hole, the latter can be promoted from the 2s into
the 2p shell, transferring the excess energy to the excited elec-
tron. In this way the interchannel coupling hUa

i jV̂
eejUb

j i (cf.
Sec. II B) mixes the closed and the open channel, leading to an
autoionizing decay of the bound excitation 1s22s12p6 np into
the ionized state 1s22s22p5 þ e�ðeÞ. These different ionization
paths, which are indistinguishable by their final result
½1s22s22p5 þe�ðeÞ�, interfere as their transition amplitudes add
up. By tuning the photon energy, this interference is construc-
tive on one side of the resonance and destructive on the other
side, giving rise to the asymmetric profile of Fano resonances.

The significance of electron-electron interactions to this
process can readily be demonstrated using TDCIS, as it
allows one to systematically enable (full model) or disable
(intrachannel model) electronic coupling of channels. As can
be seen in Fig. 3(b), the asymmetric profiles give way to
symmetric resonances if the coupling of electronic channels
is disabled. The bound excitations stemming from the 2s
orbitals are prevented from autoionizing in this case and thus
exhibit a “normal” Rydberg series.

1. Applications in other fields of physics

Fano resonances are not restricted in their occurrence to
atomic spectroscopy. They appear in a wide range of fields,
whenever an intrinsically closed channel couples to a contin-
uum. The scattering properties of ultracold atoms can, for

Fig. 3. (Color online) The calculated photoabsorption cross section rðxÞ of

neon is plotted as a function of the incident photon energy x. Using the full

model (a), the autoionizing Rydberg series 2s22p6 ! 2s2p6 np ð1P1Þ exhibits

Fano resonances, whereas using the intrachannel model (b), the lines appear

with a Lorentzian profile.
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example, be influenced using externally tuned Fano resonan-
ces,47 allowing for the investigation of novel constellations
of matter, like Efimov states.48 In the context of scattering
physics these Fano resonances are often referred to as
Feshbach resonances.49

In solid-state physics, Fano resonances show up in a vari-
ety of processes.50 Besides photoelectron spectroscopy,51

which is closely related to photoionization spectroscopy,
Fano resonances can also be seen in the conductivity of me-
tallic systems52 and more generally in solid state systems
that exhibit the Kondo effect.53,54 The Kondo effect occurs
in solids with lattice defects (impurities). Electrons traveling
through the solid can scatter from these impurity sites. The
interference between scattered and unscattered electrons
affects the overall conductivity. Depending on the applied
voltage, the currents of these different pathways interfere
constructively or destructively, leading to an enhancement or
reduction in the conductivity, respectively. The resulting
behavior of the conductivity as a function of the applied volt-
age corresponds exactly to the Fano line shape.

Further examples for the occurrence of Fano resonances in
complex systems can be found in Ref. 55, which studies the
creation of Feshbach resonances in the dissociation of a mol-
ecule, or Ref. 56, which reviews Fano resonances in nano-
scale structures.

C. Cooper minimum

Up until now, we have studied the influence of many-
electron effects on spectroscopic features involving transi-
tions to excited bound states (Sec. III A) or autoionizing
bound states (Sec. III B). Also in the continuum, when the
photon energy is large enough to directly ionize an atom,
spectroscopic features appear that can be related to the elec-
tronic structure of the respective system.

In this section, we focus on an effect called the Cooper
minimum.57 In Fig. 4, we show the pronounced Cooper min-
imum in the photoabsorption cross section of argon as an
example. Even though the existence of a Cooper minimum
can be explained by an independent particle picture (i.e., a
mean-field theory), the position as well as the shape of the
Cooper minimum is sensitive to many-body effects (as one
can see in Fig. 4). Specifically, the TDCIS results with and
without interchannel coupling are shown, together with

experimental data. By including the interchannel coupling
effects, the position (� 48 eV) and depth (� 0.7 Mb) of the
minimum is reproduced much better than in the case where
only intrachannel coupling is allowed, which produces a too-
shallow minimum. To improve the theoretical curve even
further, higher-order excitations (like double excitations)
would have to be included, going beyond CIS.24

The origin of the Cooper minimum, which is not itself a
many-body effect, can be easily understood. The absorption of
a photon changes the angular momentum by one unit. In the
case of argon, for the photon energies shown in Fig. 4, predom-
inantly an electron from the 3p shell will be ionized. The angu-
lar momentum, l of the electron after absorbing a photon is,
therefore, either l¼ 0 or l¼ 2, where the latter is the dominant
transition.58 The Cooper minimum arises when the dominant
transition matrix element undergoes a change of sign—passes
through zero—in the course of rising excitation energies.

In most cases, the total photoabsorption cross section will
nevertheless be different from zero at the minimum position,
due to contributions from the non-dominant excitation chan-
nels. According to Fano and Cooper,58 minima can be
excluded for orbitals that are radially nodeless
ð1s; 2p; 3d; 4f ;…Þ. Photoionization from any other orbital
may well exhibit a Cooper minimum. However, Fano and
Cooper58 also remark that the second rise of the cross sec-
tion, and thus the distinctive shape of the minimum, can be
largely obscured by other spectroscopic features.

1. Applications in other fields of physics

Cooper minima have received recent attention, as evi-
dence for their occurrence in high-harmonic-generation
(HHG) spectra was found.59 HHG is the most fundamental
process in the emerging field of attosecond physics. It is
because of the HHG process that nowadays pulses shorter
than 1 fs can be generated. The HHG process can be
explained in terms of three steps:60,61 (1) an electron is ion-
ized by a strong-field pulse, (2) the direction of the electric
field of the pulse inverts and drives the electron back to the
ionized system, and (3) the electron recombines with the ion-
ized system and emits a high energy photon in the form of an
attosecond pulse.

Particularly in the final step of recombination, the elec-
tronic structure of the system plays an important role and
strongly influences the HHG spectrum. Because the mecha-
nism of recombination is directly related to the mechanism
of photoionization, the Cooper minimum also appears in the
generation of attosecond pulses. More generally, all elec-
tronic structure features (including many-body effects) influ-
encing the photoionization cross section in the continuum
also influence the HHG process and in broader terms the
world of attosecond physics.

Besides atomic systems, Cooper minima were likewise
reported in the photoabsorption cross section of molecules
by, for example, Carlson and coworkers,62 though the
increased complexity of molecular systems inhibits the for-
mulation of simple orbital rules.

D. Giant resonance in xenon

Another noteworthy spectroscopic feature is the giant res-
onance associated with the photoionization of the 4d subshell
in xenon. In 1964 Ederer63 and independently Lukirskii and
coworkers64 discovered that the photoabsorption cross

Fig. 4. (Color online) The photoabsorption cross section rðxÞ of argon, cal-

culated with the full model (solid) and the intrachannel model (dot-dashed),

is compared to the experimental results (dashed) from Ref. 10. A pro-

nounced Cooper minimum is visible around 50 eV.
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section of xenon exhibits an unusual shape above the 4d ioni-
zation threshold at 67.5 eV.34 Instead of the generic, mono-
tonic decrease of the continuum cross section, an increase
was observed, peaking around x ¼ 100 eV. An extended
resonance-like profile is formed between x ¼ 70 eV and
x ¼ 140 eV, as shown in Fig. 5 (with the experimental
data10 plotted as a dashed line). This resonance differs decid-
edly from the previously discussed Rydberg and Fano
resonances because it does not pertain to the excitation of a
bound excited state but instead lies within the ionization
continuum.

Like the Cooper minima discussed in the previous section,
this giant resonance can be understood by using a single-
electron picture, whereas the explanation of its precise shape,
strength, and position requires many-electron correlations.65

The latter may instructively be investigated using TDCIS.
Regarding a single electron from the 4d subshell of xenon,

its photoexcitation will dominantly take place into l¼ 3
excited states. The accessibility of these states is, however,
reduced for low excitation energies due to a radial potential
barrier.24 With increasing photon energy, the accessibility is
improved, which leads to a growing ionization probability.
The highest ionization probability is reached when the
energy of the excited electron is comparable to the height of
the barrier.24

We can retrace this picture of a single, independent elec-
tron using the TDCIS intrachannel model. This yields a
result (dot-dashed line in Fig. 5) that disagrees with the
experiment in shape, strength, and position, though it does
predict a resonance-like appearance that resembles the
single-electron curve presented by Cooper.65 The overall
profile of the resonance, however, is determined by strong
collective effects within the valence shells of xenon that
evolve due to electron-electron interactions, as long as the
excited electron is “trapped” behind the radial potential bar-
rier. Amusia and Connerade suggest that these interactions
form a plasmon-like coherent oscillation of at least all 10
electrons in the 4d subshell.66 Using the full model, wherein
the interchannel couplings allow for a coherent superposition
of all single excitations of the wave-function ansatz [Eq.
(7)], we can capture parts of these collective dynamics lead-
ing to decidedly better agreement with the experimental data
(solid line in Fig. 5). This underlines the importance of

electronic correlations and the mixing of channels in photo-
ionization processes.

1. Applications in other fields of physics

Collective phenomena like the giant resonance are of im-
portance in various physical disciplines. They were first
observed in 1946 by Baldwin and Klaiber67 for atomic nuclei
where they are likewise of relevance to astrophysical
research.68 In atomic physics, these resonances appear for a
variety of elements24 and also in molecular spectroscopy
comparable structures were found, where they launched a
long-lasting discussion on their potential to predict bond
lengths.69

In solids and plasmas, the collective motions of electrons,
atoms, and both together are known as plasmons, phonons,
and polarons, respectively.70 The existence of plasmons can
be seen in our daily life when we look at metals. Their shin-
iness is a direct consequence of the collective motion of the
electrons in the metal when irradiated by light.71 When the
frequency of light is smaller than the characteristic fre-
quency of the plasmons (known as the plasma frequency),
the electrons oscillate collectively in phase with the light
and prevent the light from entering the medium and reflect
it from the surface. When the frequency is higher than the
plasma frequency, the collective electron motion is too slow
and cannot respond to the fast field oscillations. As a result,
the metal becomes transparent for these frequencies. For
metals, the plasma frequency is typically in the ultraviolet
regime, so optical light is reflected, leading to the shiny
appearance.

Furthermore, plasmons and the plasma frequency are
highly sensitive to the electronic structure of the metal. This
can be used to study effects like adsorption of material on
metal surfaces. This is known as the surface plasmon reso-
nance technique and is a research field of its own with many
applications in biochemistry.72,73

IV. CONCLUSION

Our aim in this article is to present atomic physics as a
suitable starting point for introducing students to some of the
basic phenomena of many-body physics. To this end we
studied the impact of many-body effects upon the photoab-
sorption cross sections of noble gas atoms. We demonstrated
that such influences can be found in prominent spectroscopic
features such as Rydberg series, Fano resonances, Cooper
minima, and giant resonances.

In order to facilitate the understanding of the occurring
many-body interactions we introduced the TDCIS model,
which is conceptually simple but allows for a systematic
investigation of electronic correlations that go beyond a
mean-field picture. Regarding the good agreement of TDCIS
results with experimental data, we can conclude that our in-
tuitive model of particle-hole excitations captures a wide
range of many-body effects in the studied closed-shell sys-
tems. The influence of higher-order excitations, which are
not accounted for within our wave-function ansatz, is further
elucidated in Appendix A.

We want to emphasize that the conceptual clearness of
TDCIS in combination with the relative simplicity of atomic
systems enables a comprehensible introduction to basic
many-body phenomena at early stages of the physics curricu-
lum. This elementary introduction can be linked to several

Fig. 5. (Color online) The photoabsorption cross section rðxÞ of xenon, cal-

culated with the full model (solid) and the intrachannel model (dotted-

dashed), is compared to the experimental results (dashed) from Ref. 10. The

intrachannel model is insufficient to reproduce the giant resonance around

100 eV.
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more advanced topics of many-body physics, as was outlined
in the course of the article.

Atomic physics holds further intriguing many-body phe-
nomena, especially if attention is turned towards open-shell
atoms. For closed-shell systems, we studied correlations only
in the excited states. However, for open-shell atoms already
the ground state belongs to a strongly correlated multiplet74

that must be represented by a superposition of multiple
Slater determinants. These systems allow for a pedagogical
introduction to ordering phenomena (cf. Hund’s rules75),
eventually linking to the study of magnetism76,77 or the pop-
ular Hubbard model.78,79
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APPENDIX A: COMPARISON OF DIPOLE FORMS

TDCIS has proved an adequate model to describe a wide
range of phenomena, although its wave-function ansatz is
limited to single electronic excitations. In the following, we
outline how the necessarily insufficient description of
higher-order excitations can be quantified and used as an in-
structive indicator for the significance of higher-order many-
body effects. We cannot gain such a measure from a direct
comparison with experimental data, as this procedure would
not single out deviations due to the neglected relativistic
effects. Therefore, we shall rather employ two different rep-
resentations of the photoabsorption cross section within the
theoretical framework—velocity and length forms—and
judge their mutual disaccord.

As early as 1945, Chandrasekhar80 pointed out that the
photoabsorption cross section could be written in the veloc-
ity form

rvðxÞ ¼
4p2

xc

X
F

jhWFjP̂jU0ij2dðEF � E0 � xÞ; (A1)

as we have done so far, or the length form

rlðxÞ ¼
4p2x

c

X
F

jhWFjẐjU0ij2dðEF � E0 � xÞ; (A2)

with Ẑ representing the z-components of the position opera-
tors in the abbreviated manner used before with the momen-
tum operators (see Sec. II A). Equations (A1) and (A2) are
connected by the operator identity81

P̂ ¼ �i½Ẑ; Ĥ �: (A3)

Generally, Eq. (A3) loses its necessary validity if the
Hamiltonian employed is approximate or the basis set trun-
cated (as in our case). Then the equality of the velocity- and
the length-form cross sections [Eqs. (A1) and (A2)] is also
broken—a circumstance that has caused a prolonged contro-
versy over the “right” choice of form.82–85 Beyond the con-
troversy, however, remains the fact that both forms will give
the same result if the description of the system is exact.
Therefore, we can estimate the accuracy of our approxima-
tion, and hence the significance of higher-order many-body
contributions, by using the normed discrepancy between
these two forms:

D ¼

ð
dxjrvðxÞ � rlðxÞjð

dx
�
rvðxÞ þ rlðxÞ

� : (A4)

In Fig. 6, we show D evaluated86 for atomic systems with
helium-like, neon-like, argon-like, and xenon-like elec-
tronic configurations. In addition to the results for the neu-
tral atoms, we also show D for atomic nuclei with
additional charge Zextra (a similar approach can be found in
Ref. 87).

We observe that with an increasing number of electrons
incorporated in an atomic system, the discrepancy of the
cross section forms grows. This is readily understandable—
in larger atomic species the outer electrons are weakly bound
yet strongly interacting, which gives rise to higher-order col-
lective phenomena. For systems with an increasing addi-
tional nuclear charge, this discrepancy between velocity and
length forms decreases again, indicating a decline of the
many-body contributions. This second observation is plausi-
ble, as with higher nuclear charge the single-electron central
potential [cf. Eq. (1)] increases in importance relative to the
electronic many-body interactions. Thus, the described sys-
tem becomes more hydrogen-like with growing Zextra, incor-
porating strongly bound and comparatively weakly
interacting electrons. Hence, the TDCIS description in terms
of single excitations becomes progressively accurate for high
Zextra, which is reflected in the observable convergence trend
of velocity- and length-form cross sections.

APPENDIX B: ALTERNATIVE CALCULATION OF

THE PHOTOABSORPTION CROSS SECTION

The approach to study photoabsorption based on the
depopulation of the ground state (see Sec. II C) is instructive
and universal, but largely inappropriate for the calculation of
a weak-field photoabsorption cross section rðxÞ. To obtain
satisfactory energetic resolution with this method, a spec-
trum has to be sampled by a multitude of pulses, each requir-
ing an individual solution to Eqs. (10). A notably more

Fig. 6. (Color online) The discrepancy D of velocity and length forms [Eq.

(A4)] is plotted as a function of additional nuclear charge Zextra for atomic

systems with helium-like (solid), neon-like (long-dashed), argon-like (dot-

ted-dashed), and xenon-like (short-dashed) electronic configurations. The

neutral atoms have Zextra¼ 0.
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efficient scheme to find rðxÞ can be arrived at if the familiar
(see, e.g., Ref. 22) expression for the photoabsorption cross
section derived from first-order time-dependent perturbation
theory is employed:

rðxÞ ¼ 4p2

xc

X
F

jhWFjP̂jU0ij2dðEF � E0 � xÞ: (B1)

In Eq. (B1), jWFi are eigenstates of the full, field-free
Hamiltonian, with EF their corresponding energy eigenval-
ues, E0 denotes the ground-state energy, and c the speed of
light in vacuo. Following Tong and coworkers,88 we restate
Eq. (B1) as essentially the inverse Fourier transform of a cor-
relation function C(t), yielding

rðxÞ ¼ 4p
xc

Re

ð1
0

dt CðtÞ eixt

� �
: (B2)

Here, the correlation function has to be taken as the overlap
between an initially dipole-disturbed ground state jW0 ð0Þi
¼ P̂jU0i and its field-free propagated self jW0 ðtÞi, hence
CðtÞ ¼ hW0 ð0ÞjW0 ðtÞi. A detailed derivation of Eq. (B2) can
be found in Ref. 89. With this, the numerical effort reduces to
solving only once the field-free ðAðtÞ � 0Þ set of Eqs. (10):

i _a0ðtÞ ¼ 0; (B3a)

i _aa
i ðtÞ ¼ ðea � eiÞ aa

i ðtÞ þ
X

b;j

hUa
i jV̂

eejUb
j iab

j ðtÞ; (B3b)

with the appropriate initial conditions (a0ð0Þ ¼ 0 and
aa

i ð0Þ ¼ hUa
i jP̂jU0i). This procedure reconstructs the entire

cross section rðxÞ from one single propagation. The correla-
tion function can to this end be expressed through aa

i ðtÞ as

CðtÞ ¼
X

a;i

aa
i ðtÞhU0jP̂jUa

i i: (B4)
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